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Identifying unfamiliar faces is surprisingly error-prone, even for experienced professionals who perform
this task regularly. Previous attempts to train this ability have been largely unsuccessful, leading many
to conclude that face identity processing is hard-wired and not amenable to further perceptual learning.
Here, we take a novel expert knowledge elicitation approach to training, based on the feature-based
comparison strategy used by high-performing professional facial examiners. We show that instructing
novices to focus on the facial features that are most diagnostic of identity for these experts—the ears and
facial marks (e.g., scars, freckles and blemishes)—improves accuracy on unfamiliar face matching tasks
by 6%. This training takes just 6 min to complete and yet accounts for approximately half of experts’
superiority on the task. Benefits of training are strongest when diagnostic features are clearly visible and
absent when participants are trained to rely on nondiagnostic features. Our data-driven approach contrasts
with theory-driven training that is designed to improve holistic face processing mechanisms associated
with familiar face recognition. This suggests that protocols which bypass the core face recognition
system—and instead reorient attention to features that are undervalued by novices—offer a more
promising route to training for unfamiliar face matching.
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It typically takes many years of training, feedback and deliberate
practice to develop expertise in a domain (see Ericsson et al.,
2006). In some cases, however, it has been possible to accelerate
the acquisition of expertise by eliciting the knowledge, cognitive
strategies, and behaviors underlying experts’ superior ability and
using this information to develop training. This data-driven expert
knowledge elicitation approach to training has successfully im-
proved performance in many domains, including memory (Chase
& Ericsson, 1982), mathematics (Staszewski, 1988), landmine
detection (Staszewski & Davison, 2000), and tennis (Williams et
al., 2002).

Biederman & Shiffrar (1987) provide the clearest example of
the benefits of this approach. They examined the perceptual basis
of expertise in chicken sexers—a profession that requires fine

discrimination of minute features. After observing and interview-
ing an expert with 50 years’ experience sexing 55 million chicks,
Biederman and Shiffar learned that the sex of day-old chicks could
be determined by a single diagnostic feature: whether the chicks’
genital “bead” was convex (male) or concave (female). In a train-
ing procedure that took just 1 min, Biederman and Shiffar in-
structed novices to rely on this diagnostic feature and boosted their
accuracy by nearly 40%. In fact, training was so effective that
novices became just as accurate as five professional chicken sexers
with 18 to 36 years of experience.

Here, we apply this knowledge elicitation training approach to
face identification. Knowing whether face identification ability can
be improved by training provides important insight into the flex-
ibility and limits of human perceptual learning. We encounter and
recognize faces every day from birth and because we are an
intensely social species, this ability has been subject to strong
selection pressure. It is therefore possible that human accuracy in
face identification tasks is asymptotic, with no potential for further
learning. Consistent with this view, previous attempts to improve
face identification ability in the general population, prosopagnosia
patients, and forensic practitioners have been largely unsuccessful
(see Bate & Bennetts, 2014; DeGutis et al., 2015; Towler et al.,
2019; Towler et al., 2021). Notwithstanding, accuracy on unfamil-
iar face identification tasks is typically much poorer than on
familiar face identification tasks (see Bruce et al., 2001), suggest-
ing there may be scope for learning in unfamiliar face identifica-
tion. Further, large individual differences in performance show
that some people have more effective perceptual strategies for
identification than others (see Wilmer, 2017), and so training to
equip people with better strategies could improve performance.
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Because face processing is thought to rely on holistic represen-
tations more than other types of object processing (see Tanaka &
Farah, 1993; Tanaka & Simonyi, 2016; Young et al., 1987),
previous training attempts have typically focused on improving
holistic processing (see Towler et al., 2021 for a review). For
example, remedial training for prosopagnosia patients has aimed to
increase their sensitivity to the configuration of internal facial
features (e.g., DeGutis et al., 2007). However, holistic training
approaches have had very little success (see Towler et al., 2021 for
a review).

A more promising approach to face identification training is to
encourage featural face processing (see Towler et al., 2021 for a
review). For example, prosopagnosia patients’ ability to recognize
familiar faces is improved by memorizing each face’s distinctive
features (Brunsdon et al., 2006; Schmalzl et al., 2008). Consistent
with this approach, professional training courses encourage prac-
titioners working at border crossings and in police investigations to
adopt a feature-by-feature comparison strategy (Towler et al.,
2019). Surprisingly, however, professional training courses do not
improve face identification accuracy (Towler et al., 2019), possi-
bly because they do not specify which facial features trainees
should prioritize.

Previous research has investigated which facial features are the
most important for face identification. Early work by Ellis et al.
(1979) suggested the internal facial features (eyes, nose and
mouth) were most important after they found familiar faces were
recognized more accurately from internal than external features
(see also Kramer et al., 2018; Logan et al., 2017). Using the
“bubbles” technique, Schyns et al. (2002) found that participants
tended to rely on the eyes, mouth and chin when determining
which of 10 identities were presented (see also Tardif et al., 2019).
Sadr et al. (2003) suggested that eyebrows are particularly impor-
tant for face recognition after finding that familiar faces are diffi-
cult to recognize without them. More recently, Abudarham and
Yovel (2016) concluded that lip thickness, hair color and eye color
are the most important features by estimating their contributions to
face similarity in a multidimensional feature space derived from
computer-generated faces. Critically, these studies assume that the
important facial features are those which people typically use to
support identification decisions. However, the features people use
to identify unfamiliar faces are probably not the features they
should use, given that people are, in general, poor at identifying
unfamiliar faces (e.g., Bruce et al., 2001).

We recently developed a novel method of calculating the diag-
nostic value of facial features, by quantifying the amount of
identity information contained in each (see Towler et al., 2017).
We did this using an unfamiliar face matching task, which is a
surprisingly challenging task that involves deciding whether si-
multaneously presented unfamiliar faces show the same person or
different people (see Burton et al., 2010). Participants rated the
similarity of 11 facial features on face pairs from 1 (very dissimilar
appearance) to 5 (very similar appearance), before making a
same/different person identity decision. To determine the diagnos-
ticity of each facial feature, we calculated the extent to which
participants’ feature similarity ratings predicted whether the faces
showed the same person or different people (see Towler et al.,
2017 for more details).

In Towler et al. (2017) we collected feature similarity ratings from
a group of experts—specialist professionals known as facial examin-

ers—who consistently outperform novices on unfamiliar face match-
ing tasks (see White et al., 2021). Facial examiners’ identification
accuracy was 14% higher than novices’ (89% vs. 78%), and their
ratings of facial feature similarity were much more diagnostic of
identity (Cohen’s d � 1.44). This finding indicates that examiners are
more sensitive to the identity information contained within facial
features than novices, which is consistent with the slow, feature-by-
feature comparison strategy they use to identify faces (see White et
al., 2015). Importantly, examiners’ feature similarity ratings for the
ears and facial marks1 were the most diagnostic of identity across trial
types. These were also the same features examiners reported finding
most useful for comparison (see Materials, Figure 1). By contrast,
novices reported these features as only moderately useful, prioritizing
the eyes and face shape instead.

In this article we test the hypothesis that orienting novices’
attention to the most diagnostic features can improve face identi-
fication ability. This approach is similar to the perceptual training
approach of Biederman and Shiffrar (1987), except that they
trained novices on a perceptual stimulus with which participants
had no prior familiarity. Here, we test whether this can also extend
to highly familiar stimuli that participants have extensive experi-
ence discriminating in daily life. In two experiments, we train
novices to use the facial features that were most diagnostic of
identity for expert facial examiners in Towler et al. (2017; the ears
and facial marks) and assess their face matching accuracy before
and after training. In both experiments we compare the effects of
this diagnostic feature training to a control group and a nondiag-
nostic feature training group who are trained to rely on the facial
features that were least diagnostic of identity.

Experiment One

In Experiment 1, we test whether diagnostic feature training
improves unfamiliar face matching accuracy. Novice participants
completed one of three self-paced training courses. The diagnostic
feature training instructed participants to focus on diagnostic facial
features derived from our Towler et al. (2017) study of facial
examiners: ears and facial marks. The nondiagnostic feature train-
ing instructed participants to focus on relatively nondiagnostic
features derived from the same study: face shape and mouth. Both
feature training courses incorporated standard instructions derived
from a large-scale international review of professional training
courses in face identification (Towler et al., 2019). The control
training was unrelated to face identification. Participants com-
pleted pre- and posttraining tests so we could track the effects of
training on face matching accuracy.

Method

Participants

Sixty undergraduate psychology students participated in return for
course credit (Mage � 19, 22 male, 38 female; see the online supple-

1 In Towler et al. (2017) we referred to facial marks as “scars and
blemishes.” This original terminology came from the Facial Identification
Scientific Working Group (FISWG)—an international industry standards
body—who have since updated their terminology to “facial marks” to
better reflect the characteristics originally included in the “scars and
blemishes” category (e.g. freckles, moles, acne, birthmarks, vitiligo, dim-
ples etc.; see Facial Identification Scientific Working Group, 2018).
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mental materials for more details). Twenty participants were ran-
domly allocated to each of three training conditions: diagnostic fea-
ture, nondiagnostic feature, or control. A sensitivity power analysis
revealed this design can reliably detect an effect size of �p

2 � .05 or
higher with 95% power, where � � .05 and r � .645 (Faul et al.,
2009). Both experiments were approved by the Human Research
Ethics Advisory Committee in the School of Psychology at UNSW
Sydney.

Materials

Training Course Development. In Towler et al. (2017), we
calculated the extent to which participants’ ratings of feature similar-
ity predicted whether face pairs showed the same person or different
people (see Towler et al., 2017 for more details). The most diagnostic
facial features for facial examiners were the ears and facial marks (see
Figure 1A), and these were the same features examiners reported
finding most useful for comparison (see Figure 1B). By contrast,
novices reported the ears and facial marks as being only moderately
useful, prioritizing the eyes and face shape instead (see Figure 1B).
We therefore selected ears and facial marks to be the focus of the
diagnostic feature training, reasoning that novices typically underes-
timate the identity information in these features. We selected face
shape and mouth to be the focus of the nondiagnostic feature training
because these were examiners’ two least diagnostic features (see
Figure 1A) and because face shape training does not improve face
matching accuracy (Towler et al., 2014).

To create the diagnostic feature training, we adapted portions of
professional training courses that provide training on the ears and
facial marks (see Towler et al., 2019 for details of the professional
training courses). We collated these into PowerPoint slides that par-
ticipants studied at their own pace. To create the nondiagnostic feature
training, we repeated the same process by adapting portions of pro-
fessional training courses that provide training on face shape and the
mouth. We created the control training by adapting content on conflict
resolution strategies from the Internet, such that the duration of
training was roughly equivalent to the diagnostic and nondiagnostic
training. The training courses are available from the authors on
request.

Training Course Content. The diagnostic feature and nondi-
agnostic feature training both instructed trainees to avoid looking
at the face as a whole and to avoid fixating on the “triangle of
recognition” (the internal region of the face triangulated by the
eyes and mouth). Instead, trainees were encouraged to break faces
down into parts and compare each facial feature individually. This
instruction was common to all professional training courses re-
viewed in Towler et al. (2019), and we used it here to encourage
a feature-based approach to the task.

Trainees were then told that, according to scientific research,
some features are more useful than others. In the diagnostic
feature training, trainees were told to rely on the ears and facial
marks. In the nondiagnostic feature training, trainees were told to
rely on the face shape and mouth. Alongside this instruction,

Figure 1
Facial Feature Diagnosticity and Self-Rated Usefulness Data From Towler et al. (2017)

Note. (A) The extent to which facial feature similarity ratings were diagnostic of identity for facial examiners
(left) and novices (right). (B) Self-reported facial feature usefulness ratings by facial examiners’ (left) and
novices (right). AUC � area under the ROC curve. Participants in Towler et al. (2017) rated the degree to which
they used each facial feature on a scale from 1 (never) to 5 (all the time).
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trainees were shown a graph ranking a selection of facial features
from most to least useful. In the diagnostic feature training, this
graph correctly ranked the features from most to least useful (facial
marks, ears, eyes, face shape and mouth). In the nondiagnostic
feature training, we reversed the feature labels so that mouth and
face shape appeared to be most useful.

Finally, the training described the different subparts (e.g., ear
lobe, tragus) and characteristics (e.g., shape, thickness) of each
“useful” feature, using information derived from the profes-
sional training courses reviewed in Towler et al. (2019). Train-
ees then saw example face identification comparisons with the
respective useful features highlighted to illustrate that similar-
ities between features provides evidence the photos show the
same person, and that differences provide evidence the photos
show different people.

Pre- and Posttraining Face Matching Task. To test for
training effects, we split the Expertise in Facial Comparison Test
(EFCT; see White et al., 2015) into two equally difficult 84-item
subtests using existing performance data. The EFCT contains 168
challenging color, front-facing face pairs, captured on different
days and under varying lighting conditions. Participants completed
one subtest before training, and the other after training. The order
of subtests was counterbalanced across participants. Participants
viewed each face pair for a maximum of 30 s and decided whether
the images showed the same person or different people using a
5-point scale from 1 (sure same person) to 5 (sure different people)
before or after the images were removed from the screen.

Procedure

Participants completed the pretraining face matching test, fol-
lowed by either the diagnostic feature, nondiagnostic feature, or
control training, and then completed the posttraining face matching
test. Participants were then asked whether training had made face
matching easier, harder, or had no effect.

Data Analysis

We assessed the effectiveness of training in both experiments
using 3 � 2 mixed ANOVAs, with Training (diagnostic feature,
nondiagnostic feature, control) as a between-subjects factor and
Test (pretraining, posttraining) as a within-subjects factor. For
brevity, we only report the critical interaction between Training
and Test, which indicates whether the change in accuracy from
pre- to posttraining differs between the groups and follow-up
simple main effects. We confirmed that significant interactions
between Training and Test remained when the nondiagnostic train-
ing group and outliers were excluded from the analyses and
verified our conclusions with ANCOVA, using pretraining accu-
racy as a covariate. Full details of these analyses and complete data
sets are provided in the online supplemental materials.

Finally, we used one-sided Bayesian t tests indicate the strength
of evidence that each training course improved (H�) or did not
improve (H0) accuracy from pre- to posttraining. Bayes Factors of
1–3, 3–10, and 10–30 indicate anecdotal, moderate, and strong
evidence, respectively, for a hypothesis (see Jeffreys, 1961; Lee &
Wagenmakers, 2014). Priors are described by the JASP (0.13.1.0)
default Cauchy distribution centered on a zero effect size and a
width of .707 (JASP Team, 2020).

Results

Face Matching Accuracy

Because the EFCT requires participants to respond using a
5-point scale, the standard measure of accuracy on this task is area
under the ROC curve (AUC; White et al., 2015; see Figure 2).
AUC scores on the pre- and posttraining tests are shown separately
for each training group in Figure 2, where values of 1 indicate
perfect performance and 0.5 indicates chance-level performance.

The interaction between Training and Test was significant, F(2,
57) � 4.91, p � .05, �p

2 � .15, and exceeded the minimum effect
size that could be reliably detected. Participants who completed the
diagnostic feature training showed a significant 6% improvement
from pre- to posttraining (pre M � .83, SD � .09, post M � .88,
SD � .05), F(1, 57) � 9.90, p � .05, �p

2 � .15. Participants who
completed the nondiagnostic feature, F �1, �p

2 � .00, or control
training, F(1, 57) � 1.42, p � .05, �p

2 � .02, showed no change in
accuracy from pre- to posttraining (nondiagnostic: pre M � .82,
SD � .10, post M � .83, SD � .08; control: pre M � .87, SD �
.08, post M � .85, SD � .10).

Bayesian analysis confirmed the observed data is 10.1 times more
likely to occur when the diagnostic feature training improves accuracy
(H�) than when it does not (H0), providing strong evidence for the
effectiveness of the diagnostic feature training. Equivalent tests for the
control and nondiagnostic feature training groups showed the ob-
served data are 8.7 and 3.7 times more likely to occur, respectively,
when these training courses do not improve accuracy (H0) than when
they do (H�), providing moderate evidence the control and nondiag-
nostic feature training are ineffective.

Visual inspection of individual participant data in Figure 2
indicates that diagnostic feature training is most beneficial for
low-performers—training appears to have lifted the tail of the
distribution, rather than improving all participants equally. This is
consistent with previous research showing effective training in
face matching tasks (Dowsett & Burton, 2014; White, Kemp, et al.,
2014).

Perceived Effectiveness of Training

Most participants thought training made face matching easier
regardless of whether it improved accuracy (see Figure 3). Seventy
percent of participants in the diagnostic feature training group and
65% of participants in the nondiagnostic feature training group
reported that training made face matching easier, even though only
the diagnostic feature training improved accuracy (see the online
supplemental materials for full details). This lack of insight into
the effectiveness of training is consistent with previous evaluations
of professional face identification training (Towler et al., 2019).

Discussion

We applied a data-driven expert knowledge elicitation approach to
unfamiliar face matching training, by instructing novices to rely on
facial features that were most diagnostic of identity for facial exam-
iners in Towler et al. (2017). Instructing novices to focus on the ears
and facial marks improved participants’ face matching accuracy from
pre- to posttraining by 6%. However, the EFCT images used in this
experiment were sourced from the Good, Bad, and Ugly image set
(see Phillips et al., 2011), which is the same image set we used to
identify the diagnostic facial features in Towler et al. (2017). The

T
hi

s
do

cu
m

en
t

is
co

py
ri

gh
te

d
by

th
e

A
m

er
ic

an
Ps

yc
ho

lo
gi

ca
l

A
ss

oc
ia

tio
n

or
on

e
of

its
al

lie
d

pu
bl

is
he

rs
.

T
hi

s
ar

tic
le

is
in

te
nd

ed
so

le
ly

fo
r

th
e

pe
rs

on
al

us
e

of
th

e
in

di
vi

du
al

us
er

an
d

is
no

t
to

be
di

ss
em

in
at

ed
br

oa
dl

y.

1291DIAGNOSTIC FEATURE TRAINING IMPROVES FACE MATCHING

https://doi.org/10.1037/xlm0000972.supp
https://doi.org/10.1037/xlm0000972.supp
https://doi.org/10.1037/xlm0000972.supp


diagnostic features—and consequently, the training effects observed
in Experiment 1—may therefore be specific to the idiosyncratic
imaging conditions in this dataset. An essential requirement of face
identification training is that it produces generalizable improvements
in accuracy, so in Experiment 2 we test whether diagnostic feature
training improves accuracy on tests created using image sets of
different people, captured in different imaging conditions.

Experiment Two

In Experiment 2 we test the effectiveness of diagnostic feature
training on two new image sets. These tests model the range of
imagery encountered in applied settings, from high-quality imag-
ery encountered at border control (e.g., passport photos), to low-
quality images encountered by law enforcement (e.g., CCTV).
Because fine facial feature detail is not necessarily visible in low
resolution imagery, this provides a strict test of the generalizability
of the diagnostic feature training. These tests use a binary response
scale, so they allow us to examine training effects on match and
nonmatch trials separately. This is an important theoretical ques-
tion because dissociable cognitive skills are thought to underlie
accuracy on these two trial types (see Megreya & Burton, 2007).
We also track how long participants spend on the training to check
whether the improvement observed in Experiment 1 can be ex-
plained by longer training duration.

Method

Participants

A power analysis indicated we required 27 participants to have
a 95% chance of detecting the effect size observed in Experiment
1 (�p

2 � .15), where � � .05 and r � .5 (Faul et al., 2009).
However, because we ran the study online, we decided to collect
data from approximately 40 participants per group to improve the
reliability of our data. One hundred and twenty-one participants
recruited via Amazon’s Mechanical Turk were paid US$2 to
participate (Mage � 38, 52 male, 69 female; see the online sup-
plemental materials for more details). Random allocation to each

Figure 2
Diagnostic Feature Training—to Focus on the Ears and Facial Marks—Signifi-
cantly Improved Face Matching Accuracy From Pre- to Posttraining

Note. AUC � area under the ROC curve. Participants who received the control training or
nondiagnostic feature training did not show any improvement. Markers represent individual
data points, horizontal lines represent the medians, and means are reported in the main text.

Figure 3
A Similar Proportion of Participants in the Diagnostic Feature
(70%) and Nondiagnostic Feature (65%) Training Groups Re-
ported That Training Made Face Matching Easier, Despite
Only the Diagnostic Training Improving Accuracy
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training course meant that 42 participants received the control
training, 36 received the nondiagnostic feature training, and 43
received the diagnostic feature training.

Materials

Participants completed the Glasgow Face Matching Test
(GFMT) to model applied casework involving high-quality imag-
ery (Burton et al., 2010). The GFMT is a standardized face
matching test consisting of high-quality, greyscale and front-facing
face pairs captured on the same day in studio conditions with a
neutral expression. To model casework involving comparison be-
tween high-quality (e.g., mugshot) and low-quality images (e.g.,
CCTV), we included the high-to-low image quality test (see
Towler et al., 2019). This test consists of one high-quality front-
facing face photograph and one low-quality front-facing face pho-
tograph, presented in color and with neutral expressions.

Both tests consist of 40 simultaneous face pairs, which we
divided into two equally difficult versions of 20 items each (10
match, 10 nonmatch) using itemized accuracy data. Allocation of
each test version to pre- and posttraining was counterbalanced
across participants. On each trial of the GFMT and high-to-low
image quality tests, participants saw a face pair for up to 30 s and
decided if the faces showed the same person or different people.
Participants made binary same/different identity decisions before
or after the images were removed.

Procedure

Participants completed the two pretraining face matching tests
in a random order before being randomly allocated to the diag-
nostic feature, nondiagnostic feature or control training course.
Participants took a median of 5.5 min to complete the diagnostic
feature training (SD � 13.5), 5.6 min to complete the nondiagnos-
tic feature training (SD � 11.3), and 5.5 min to complete the

control training (SD � 7.3). A one-way ANOVA confirmed there
were no significant differences in training duration between the
three groups, F(2, 115) � 1.28, p � .05 (see the online supple-
mental materials for more details). Participants were then asked to
make a binary yes/no decision about whether training had im-
proved their face identification accuracy. Finally, participants
completed the posttraining face matching tests in a random order.

Results

Participants responded using a binary same person/different
people scale, so we measured accuracy on each test using percent
correct (see Figure 4).

GFMT Accuracy

Overall Accuracy. The interaction between Training and Test
was significant, F(2, 118) � 9.81, p � .05, �p

2 � .14. Consistent
with Experiment 1, participants who completed the diagnostic
feature training showed a significant 6% improvement from pre- to
posttraining (pre M � 81%, SD � 14%, post M � 86%, SD �
13%), F(1, 118) � 7.13, p � .05, �p

2 � .06. Interestingly, partic-
ipants who completed the nondiagnostic feature training showed a
significant 9% decrease in accuracy (pre M � 81%, SD � 12%,
post M � 74%, SD � 17%), F(1, 118) � 11.99, p � .05, �p

2 � .10.
Participants in the control group showed no change in accuracy
from pre- to posttraining (pre M � 79%, SD � 14%, post M �
76%, SD � 13%), F(1, 118) � 1.58, p � .05, �p

2 � .01.
Bayesian analysis confirmed the observed data are 20.7 times

more likely to occur when the diagnostic feature training improves
accuracy (H�) than when it does not (H0), providing strong evi-
dence for the effectiveness of the diagnostic feature training.
Equivalent tests for the control and nondiagnostic feature training
groups showed the observed data are 13.6 and 18.9 times more

Figure 4
Accuracy on the GFMT (A) and High-to-Low Quality Test (B) Before (Pretraining) and After (Posttraining) Completing the Control,
Nondiagnostic Feature, or Diagnostic Feature Training

Note. GFMT � Glasgow Face Matching Test. Markers represent individual data points, horizontal lines represent the medians, and means are reported in
the main text.

T
hi

s
do

cu
m

en
t

is
co

py
ri

gh
te

d
by

th
e

A
m

er
ic

an
Ps

yc
ho

lo
gi

ca
l

A
ss

oc
ia

tio
n

or
on

e
of

its
al

lie
d

pu
bl

is
he

rs
.

T
hi

s
ar

tic
le

is
in

te
nd

ed
so

le
ly

fo
r

th
e

pe
rs

on
al

us
e

of
th

e
in

di
vi

du
al

us
er

an
d

is
no

t
to

be
di

ss
em

in
at

ed
br

oa
dl

y.

1293DIAGNOSTIC FEATURE TRAINING IMPROVES FACE MATCHING

https://doi.org/10.1037/xlm0000972.supp
https://doi.org/10.1037/xlm0000972.supp


likely to occur, respectively, when these training courses do not
improve accuracy (H0) than when they do (H�), providing strong
evidence the control and nondiagnostic feature training are inef-
fective.

Match and Nonmatch Trial Accuracy. We repeated the 3
(Training) � 2 (Test) ANOVA analysis above for match and
nonmatch trials separately. The critical interaction between Train-
ing and Test was nonsignificant for match trials, F(2, 118) � 2.60,
p � .05, �p

2 � .04, but significant for nonmatch trials, F(2, 118) �
7.17, p � .05, �p

2 � .11, suggesting that diagnostic feature training
specifically improved participants’ ability to tell pairs of different
faces apart.

Bayesian analyses showed the observed data are 6.0 times more
likely to occur when the diagnostic feature training improves
nonmatch trial accuracy (H�) than when it does not (H0) and 3.8
times more likely to occur when it does not improve match trial
accuracy (H0) than when it does (H�). These analyses provide
moderate evidence that diagnostic feature training improves non-
match trial accuracy only.

Equivalent Bayesian analyses for the control and nondiagnostic
feature training groups showed the observed data are more likely
to occur when they do not improve match (control BF0� � 2.7,
nondiagnostic BF0� � 15.3) or nonmatch (control BF0� � 19.3,
nondiagnostic BF0� � 13.8) trial accuracy (H0) than when they do
(H�).

Follow-up signal detection analyses are reported in the online
supplemental materials and indicate the benefit of diagnostic fea-
ture training is driven by a change in sensitivity not response
criterion.

High-to-Low Quality Test Accuracy

Overall Accuracy. The interaction between Training and Test
was nonsignificant, F(2, 118) � 2.80, p � .05, �p

2 � .05. Bayesian
analyses for the control, nondiagnostic and diagnostic feature
training groups showed the observed data are 4, 14, and 1 times
more likely to occur, respectively, when these training courses do
not improve accuracy (H0) than when they do (H�).

Match and Nonmatch Trial Accuracy. We repeated the 3
(Training) � 2 (Test) analysis above for match and nonmatch trials
separately and found the interaction between Training and Test
was nonsignificant for match trials, F � 1, �p

2 � .01, but signifi-
cant for nonmatch trials, F(2, 118) � 5.35, p � .05, �p

2 � .08,
again suggesting that diagnostic feature training specifically im-
proved participants’ ability to tell faces apart.

Bayesian analyses showed the observed data are 28.9 times
more likely to occur when the diagnostic feature training improves
nonmatch trial accuracy (H�) than when it does not (H0), and 13.5
times more likely to occur when it does not improve match trial
accuracy (H0) than when it does (H�). These analyses provide
strong evidence that diagnostic feature training improves non-
match trial accuracy only.

Equivalent Bayesian analyses for the control and nondiagnostic
feature training groups showed the observed data are more likely
to occur when they do not improve match (control BF0� � 8.7,
nondiagnostic BF0� � 10.4) or nonmatch trial accuracy (control
BF0� � 1.5, nondiagnostic BF0� � 11.4; H0) than when they do
(H�).

Together, our findings indicate that the benefits of diagnostic
feature training are specific to nonmatch trials, but these benefits
are somewhat attenuated in imagery where fine feature detail is not
clearly visible.

Perceived Effectiveness of Training

Strikingly, but consistent with the results of Experiment 1, 86%
of participants in the nondiagnostic feature training condition
reported the training improved their overall accuracy despite evi-
dence that it substantially impaired their accuracy on the GFMT.
Ninety-one percent of participants in the diagnostic feature train-
ing condition and 31% of participants in the control condition
reported that training improved their accuracy. This is an interest-
ing result and may relate to a general tendency to underestimate
the difficulty of unfamiliar face matching tasks (Ritchie et al.,
2015) and the limited insight people have into their face identifi-
cation ability (Bindemann et al., 2014; Bobak et al., 2018; Palermo
et al., 2017).

Meta-Analysis of Cumulative Bayesian Support for the
Effectiveness of Training

To assess the accumulated evidence that each training course
improved face matching accuracy from pre- to posttraining we
pooled the data across all three tests in Experiment 1 and 2 and
conducted one-sided Bayesian t tests. These analyses indicate the
observed data are 15.1 times more likely to occur when diagnostic
feature training improves accuracy (H�) than when it does not
(H0), providing strong evidence that diagnostic feature training
improves face matching accuracy. Equivalent analyses for the
control and nondiagnostic feature training groups indicated the
observed data are 13.8 and 34.7 times more likely to occur,
respectively, when these training courses do not improve accuracy
(H0) than when they do (H�), providing strong and very strong
evidence the control and nondiagnostic feature training are inef-
fective.

General Discussion

We found that training participants to focus on the ears and
facial marks, features that were most diagnostic of identity for
expert facial examiners (see Towler et al., 2017), produced gen-
eralizable improvements in people’s ability to identify unfamiliar
faces. These improvements were strongest when facial features
were clearly visible and absent when participants were trained to
rely on nondiagnostic features, confirming that the benefit of
diagnostic feature training is due to increased attention to diag-
nostic facial features. Our findings make important contributions
to face identification theory and practice, which we outline below.

First, our diagnostic feature training provides a new and effi-
cient method of improving unfamiliar face matching ability. After
decades of research and practice seeking to develop training to
improve this ability, only two other methods have shown gener-
alizable improvements (see Towler et al., 2021 for a review). One
method is feedback training—where participants receive extensive
trial-by-trial feedback on face matching decisions (White, Kemp,
et al., 2014). However, evidence for its effectiveness is mixed (see
Alenezi & Bindemann, 2013). The other is paired decision-mak-
ing—where two people work together on a set of face matching
decisions, improving the ability of the low-performer in the pair
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(Dowsett & Burton, 2014). Here, we show that simply directing
trainees’ attention to the diagnostic features used by experts leads
to generalized improvements in face matching ability, using far
less time and resources than other methods.

Second, our results provide empirical evidence for two distinct
cognitive routes to expertise in face identification. Seminal work
shows that face identification involves two separable cognitive
routes (Bartlett et al., 2003; Bruce & Young, 1986; Farah, 1991).
One is a quick, holistic route that we use to recognize familiar
faces with near perfect accuracy. The other is a slow, featural route
that exploits domain-general directed visual processing (see Bruce
& Young, 1986). This featural route is considered abnormal,
presumably because it is typically associated with impaired per-
formance (see Coin & Tiberghien, 1997; McKone & Yovel, 2009;
Tanaka & Farah, 1993; Yin, 1969), and the strategies used by
prosopagnosia patients (Adams et al., 2020). Unsurprisingly, pre-
vious attempts to train prosopagnosia patients and the general
population have therefore tended to adopt procedures inspired by
the holistic processes supporting familiar face recognition (see
Towler et al., 2021 for a review). These have been largely unsuc-
cessful, leading many researchers to conclude that face identifica-
tion ability is static and not amenable to training (e.g., Ramon et
al., 2016; Wilmer, 2017).

Recent evidence demonstrates this conclusion is incorrect. Fa-
cial examiners achieve very high levels of accuracy using a
feature-based comparison strategy (Towler et al., 2017), and their
skills are qualitatively different to those with naturally occurring
expertise (‘superrecognizers’; see Noyes et al., 2017; Russell et al.,
2009). This indicates that facial examiners have learned to identify
faces in a feature-based way. Further, the most promising training
for prosopagnosia patients is in fact to adopt feature-based strat-
egies (see Bate & Bennetts, 2014; DeGutis et al., 2015).

Elsewhere, we have argued that this evidence indicates that the
core holistic face recognition route is not trainable, but that the
featural route that bypasses this system is trainable, at least for
unfamiliar face matching tasks (see Towler et al., 2021). There, we
also argued that this evidence indicates that both separable cogni-
tive routes involved in face identification provide legitimate routes
to expertise in this task—a significant departure from the notion
that the featural route is abnormal (see Towler et al., 2021). Here,
we find empirical evidence to support both proposals—that the
featural route is trainable and a legitimate route to expertise—by
demonstrating that training people to use a feature-based compar-
ison strategy improves face matching accuracy.

Third, our results shed light on the nature of expertise in facial
examiners (see Phillips et al., 2018; White et al., 2015). In Towler
et al. (2017), we calculated facial examiners’ diagnostic facial
features and found that examiners outperformed novices by 14%.
Here, we found that training novices to focus on these diagnostic
features conferred a 6% improvement in face matching accuracy—
accounting for roughly half of facial examiners’ expertise. We
interpret this as further evidence that the expertise of facial exam-
iners stems from selective attention to facial features (see Towler
et al., 2017; White et al., 2015). Critically, it also suggests that at
least part of the perceptual learning underpinning their expertise is
discovering which of these features carry useful identity informa-
tion. Combined with our finding that nondiagnostic feature train-
ing conferred no benefits, this finding indicates that training the
featural route is not simply about getting people to adopt a feature-

based comparison strategy (e.g., Megreya, 2018; Megreya & Bin-
demann, 2018). Rather, it appears contingent on learning which
features contain useful sources of identity information that would
otherwise have been overlooked.

Interestingly, facial examiners’ trajectory of perceptual learning
in face identification—from intuitive, holistic processing to more
analytic, featural comparison (see White et al., 2015)—is precisely
the opposite shift that is typically thought to characterize percep-
tual learning and the development of expertise more generally (see
Chase & Simon, 1973; Kahneman & Klein, 2009; White et al.,
2021). The effectiveness of feature-based comparison observed
here therefore has broader implications for the study of perceptual
expertise. Our findings suggest that analytic, feature-based percep-
tual strategies can confer important performance benefits, even in
overlearned stimuli like faces, by aiding the discovery of useful
features that are ordinarily missed when viewing such stimuli (cf.
Drew et al., 2013; Wolfe et al., 2017).

Fourth, we found that the benefits of diagnostic feature training
were specific to nonmatch trials, adding to growing evidence that
dissociable cognitive and perceptual processes underpin accuracy
on matching and nonmatching face pairs in unfamiliar face match-
ing tasks (see Megreya & Burton, 2007). For example, multiple
images, motivation, anxiety, feature similarity ratings, and sleep
deprivation affect accuracy on one trial type but not the other
(Attwood et al., 2013; Beattie et al., 2016; Moore & Johnston,
2013; Towler et al., 2017; White, Burton, et al., 2014), and
developmental prosopagnosia patients show deficits on match but
not nonmatch trials (White et al., 2017). Here, we show that
diagnostic feature training improves people’s ability to detect
nonmatching identities. This finding suggests that the featural
route described above is particularly useful for detecting differ-
ences between faces, providing the first evidence of mechanistic
differences in the cognitive strategies underpinning match and
nonmatch trial accuracy in unfamiliar face matching tasks. Anec-
dotally, our participants often report experiencing an “Aha!” mo-
ment when the correct answer to a challenging image pair sud-
denly becomes obvious after noticing dissimilarities in the ears or
facial marks (see Kounios & Beeman, 2014). This might suggest
that the featural route is engaged after an initial holistic assessment
of facial similarity that does not ordinarily encapsulate these
features.

Fifth, the effectiveness of diagnostic feature training validates
the Towler et al. (2017) method of determining facial feature
diagnosticity. Given that feature diagnosticity plays an important
role in theoretical models of face processing (e.g., Valentine,
1991), we propose that this method can help to understand how
diagnosticity varies as a function of face and viewer characteristics
in future work. For example, the tendency for people to perform
worse on identification tasks involving faces from another ethnic-
ity (e.g., Megreya et al., 2011; Meissner & Brigham, 2001) has
been explained as a misapplication of diagnostic features derived
from one ethnic group to another. The diagnostic feature extraction
method described in Towler et al. (2017) can therefore provide a
basis for testing these predictions directly and may also be applied
more broadly to examine differences in the feature representations
supporting expert performance in other pattern-matching domains,
such as fingerprint comparison (Tangen et al., 2011) and radiology
(Siegle et al., 1998).
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Finally, this work makes important applied contributions to
real-world forensic practice. Diagnostic feature training signifi-
cantly improved unfamiliar face matching accuracy in just 6 min.
This stands in stark contrast to professional training courses, which
typically run over 1 or more days and do not improve accuracy
despite adhering to international best-practice guidelines (see
Towler et al., 2019). Diagnostic feature training therefore provides
a more effective and efficient replacement for professional training
courses.

Notably, the benefits of diagnostic feature training were specific
to nonmatch trials and most pronounced with high-quality imag-
ery. It is therefore likely to be most useful for detecting imposters
in situations such as border control and passport issuance, and for
eliminating innocent suspects in criminal investigations where
relatively high-quality imagery is available. It may be less useful
in situations that require the detection of matches in low-quality
imagery, such as tracking an offender across CCTV cameras.
Given that our diagnostic features were initially elicited from
high-quality imagery, future research to establish the extent to
which diagnostic features vary as a function of image, viewer, and
face characteristics would enable broader benefits to practitioners.
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